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Abstract—The regularized least-squares classification is one of the most promising alternatives to standard support vector machines, with the desirable property of closed-form solutions that can be obtained analytically, and efficiently. While the supervised, and mostly binary case has received tremendous attention in recent years, unsupervised multi-class settings have not yet been considered. In this work we present an efficient implementation for the unsupervised extension of the multi-class regularized least-squares classification framework, which is, to the best of the authors’ knowledge, the first one in the literature addressing this task. The resulting kernel-based framework efficiently combines steepest descent strategies with powerful meta-heuristics for avoiding local minima. The computational efficiency of the overall approach is ensured through the application of matrix algebra shortcuts that render efficient updates of the intermediate candidate solutions possible. Our experimental evaluation indicates the potential of the novel approach for the unsupervised extension of the multi-class setting, their method has a runtime complexity of $O(n^2)$ for $n$ patterns, which becomes impractical for real-world problems.

I. INTRODUCTION

Unsupervised learning belongs to the most important tasks at the beginning of each data mining process: In an early phase, no labeled data at all are given, and the task consists in extracting reasonable information based on the patterns only. Various unsupervised learning tasks like clustering or dimensionality reduction have been proposed in the literature over the years [1]. In this work we concentrate on clustering, which plays a central role in a variety of real-world applications in computer vision, information retrieval, marketing, and many other fields [2]. Roughly speaking, clustering techniques aim at grouping objects into clusters, so that objects with similar characteristics belong to the same cluster, and those with different properties to different ones.

In recent years, the supervised learning method known as the support vector machine (SVM) [3], [4], and related regularized learning schemes have been extended to unsupervised learning settings, in most cases under the name maximum margin clustering (MMC) [5]. These extensions aim at finding a partition of the unlabeled patterns into classes, so that a subsequent application of the underlying supervised model yields the overall best result. In general, these unsupervised extensions induce combinatorial or non-convex optimization problems that are difficult to address. However, since the obtained models have been proven to outperform standard clustering techniques in many experimental analyses, they have received a considerable attention during recent years.

Xu et al. [5] were among the first ones who formalized the extension of SVMs to unsupervised learning scenarios. Their optimization approach is based on reformulating the original combinatorial task as semidefinite programming problem [6], which can then be addressed via standard solvers. An extension of this framework is provided by Valizadegan and Jin [7]. Their approach is based on semidefinite programming. In contrast to Xu et al. [5], they show how to reduce the number of involved optimization variables, thus showing how to reduce the computational runtime. A recent local search approach for the linear case is given by Zhao et al. [8].

Their optimization framework is based on a combination of recently proposed cutting plane schemes and concave-convex procedures. Similar ideas have also been presented by Li et al. [9].

An alternative approach for the binary case is suggested by Zhang et al. [10]. Basically, their simple but surprisingly effective approach is based on iteratively applying a support vector machine model to improve kind of an “initial guess” that is obtained via an auxiliary clustering framework. One of the key ingredients of their framework, however, is the replacement of the original hinge loss by the $\varepsilon$-insensitive or the square loss. As pointed out by Zhang et al. [10], the resulting models “can more easily get out of a poor solution”. These ideas are extended by Gieseke et al. [11], who propose matrix-based update strategies that can be used to significantly speed up stochastic search frameworks. In line with the approach of Zhang et al. [10], they resort to the square loss in this context.

Contribution. While there exists a significant body of research on extending supervised regularized classifiers to clustering under the framework of maximum margin clustering, almost all of the work has concentrated on the binary case. The exception is the cutting plane multi-class method of Zhao et al. [12]. While Xu et al. [13] also formalize a method for the multi-class setting, their method has a runtime complexity of $O(n^2)$ for $n$ patterns, which becomes impractical for real-world problems.
In this work we extend the concept of supervised one-vs-all multi-class regularized least-squares classification [14] to unsupervised learning settings. As reported by Zhang et al. [10] and Gieseke et al. [11], the square loss depicts a very reasonable choice in the context of such clustering settings and offers desirable computational shortcuts for optimization strategies that address the resulting combinatorial tasks. The particular contribution provided in this work is twofold:

1) Firstly, we show how to enhance simple steepest descent strategies by means of a powerful meta-heuristic that effectively avoids local minima with a suboptimal clustering performance. While being a seemingly simple modification, we demonstrate that this minor yet crucial adaptation provides major improvements to the clustering accuracy compared to straightforward stochastic search and steepest descent implementations.

2) Secondly, in line with the work of Gieseke et al. [11], we provide computational shortcuts for assessing the quality of the intermediate clustering candidate solutions. As we show, these shortcuts render function calls possible to be conducted in $O(1)$ time, which paves the way for an exhaustive search in the large combinatorial search space.

The meta-heuristic (which we call a shaking strategy) is an important algorithmic ingredient for the unsupervised one-vs-all extension which we address. We experimentally analyze our approach on various data sets; the results demonstrate that our approach is capable of yielding better clustering accuracies than conventional techniques in most cases.\footnote{It is worth pointing out that, so far, no publicly available implementation can be found in the literature that takes care of the interesting multi-class maximum margin principle, and we consider the approach presented in this work to be a valuable candidate for such difficult multi-class clustering settings.}

II. MATHEMATICAL BACKGROUND

In this section we provide the mathematical notations and the mathematical background related to the general concept of regularized kernel methods [3], [4], which encompasses the regularized least-squares classification framework and support vector machines as a special case. We start from the standard supervised setting and proceed to re-formalize the central concepts for the unsupervised learning setting. To simplify the notation, we denote the set \{1, \ldots, n\} of natural numbers by \([n]\). Further, the set of all \(n \times m\) matrices with real coefficients are denoted by \(\mathbb{R}^{n \times m}\). Given a particular matrix \(M \in \mathbb{R}^{n \times m}\), we denote its element in the \(i\)-th row and \(j\)-th column by \(M_{i,j}\). For two index sets \(R = \{i_1, \ldots, i_r\} \subseteq [n]\) and \(S = \{k_1, \ldots, k_s\} \subseteq [m]\), we use \(M_{R,S}\) to denote the sub-matrix that only contains the rows and the columns of \(M\) that are indexed by \(R\) and \(S\). Finally, we use the shorthand \(M_{R,[m]} = M_{R,*}\) and use \(y_i\) to denote the \(i\)-th coordinate of a vector \(y \in \mathbb{R}^n\).

A. Binary Classification Scenarios

We start by depicting the binary cases, for both supervised and unsupervised learning settings. The multi-class scenarios that are central for the work at hand are described afterwards.

1) Supervised Regularized Kernel Methods: Regularized least-squares and support vector machines can be seen as a special case of so-called regularized kernel methods [3], [4]. We briefly define these settings and then show how to extend the corresponding supervised models to unsupervised (multi-class) learning settings.

Let \(X\) be an arbitrary set and let \(k : X \times X \rightarrow \mathbb{R}\) be a kernel function that can be seen as a similarity measure for the elements in this space. For a given labeled training set \(T = \{(x_i, y_i)\}, \ldots, (x_n, y_n)\} \subset X \times Y\) with \(Y = \{-1, +1\}\), the regularized risk minimization problem is defined as

\[
\begin{align*}
\arg\min_{f \in \mathcal{H}_k} & \left\{ \sum_{i=1}^{n} L(y_i, f(x_i)) + \lambda \|f\|_{\mathcal{H}_k}^2 \right\},
\end{align*}
\]

where \(f\) is the prediction function (also called model) that maps a given data pattern to a real-valued prediction and \(\| \cdot \|_{\mathcal{H}_k}\) is a norm in a reproducing kernel Hilbert space \(\mathcal{H}_k\) induced by the kernel function \(k\). The disagreement between the predictions and the true labels is measured via a loss function \(L : Y \times X \rightarrow [0, \infty)\) that gives rise to the empirical risk, which, in turn, measures how well the prediction function fits to all training patterns. The regularization parameter \(\lambda \in \mathbb{R}_+\) determines the trade-off between the first term of the task (1) and the complexity of the prediction function \(f\).

Two prominent representatives of this family of regularization methods are support vector machines and the concept of regularized least-squares classification [15]. The first one stems from the use of the hinge loss \(L(y, f(x)) = \max(0,1 - yf(x))\), whereas the latter one is based on the square loss \(L(y, f(x)) = (y - f(x))^2\). By the representer theorem [16], any minimizer \(f^* \in \mathcal{H}_k\) of the task (1) has the form

\[
\begin{align*}
f^*(\cdot) = \sum_{i=1}^{n} a_i k(x_i, \cdot)
\end{align*}
\]

with appropriate coefficients \(a = (a_1, \ldots, a_n)^T \in \mathbb{R}^n\). Hence, by plugging in the square loss into the objective and by using \(\| f^* \|^2_{\mathcal{H}_k} = a^T K a\) [4] with kernel matrix \(K \in \mathbb{R}^{n \times n}\) consisting of entries \(K_{i,j} = k(x_i, x_j)\), we can rewrite the task at hand as

\[
\begin{align*}
\arg\min_{a \in \mathbb{R}^n} J(a)
\end{align*}
\]

with

\[
\begin{align*}
J(a) = (y - K a)^T (y - K a) + \lambda a^T K a.
\end{align*}
\]

The objective \(J(a)\) of the above optimization task is convex and differentiable with respect to \(a \in \mathbb{R}^n\). Thus a global minimizer can analytically be obtained by enforcing \(\frac{\partial}{\partial a} J(a) = 0\). One can therefore obtain an optimal solution via

\[
\begin{align*}
a^* = G y
\end{align*}
\]

with

\[
\begin{align*}
G = (K + \lambda I)^{-1}
\end{align*}
\]

and where \(I \in \mathbb{R}^{n \times n}\) is the identity matrix [15]. Although the resulting models are, in general, not sparse (as it is often the
case for standard support vector machines), the above closed-
form solution is a desirable property [4], [15]. As we will see
below, this is especially the case in the context of the
considered clustering scenarios.

2) Unsupervised Least-Squares Extension: As pointed out
by Zhang et al. [10], the square loss depicts an ideal candidate
for the maximum margin principle from a practical point of
view. Further, the above closed-form solution can also be used
to greatly speed up the computations induced by a variety of
search strategies [11]. The direct extension of the supervised
regularized kernel methods (1) to the unsupervised case for a
given unlabeled training set \( T = \{x_1, \ldots, x_n\} \subset X \) has the form [5]:

\[
\arg\min_{y \in \{-1,+1\}^n, f \in H_k} \left\{ \sum_{i=1}^{n} L(y_i, f(x_i)) + \lambda ||f||_{H_k}^2 \right\}
\]

Hence, the difficult part is the additional integer optimization
variable \( y \in \{-1,+1\}^n \) that encodes the partition of the given
unlabeled patterns. To avoid trivial solutions, some form of a balancing constraint is usually added for such clustering
settings, which is of the form

\[
\left\{ \frac{1}{n} \sum_{i=1}^{n} \max(0,y_i) - b_c < \varepsilon \right\}
\]

with user-defined parameters \( b_c \in [0,1] \) and \( \varepsilon \in \mathbb{R}^+ \). By
again considering the square loss and by substituting (5) back
into (4), we obtain

\[
\arg\min_{y \in \{-1,+1\}^n} F(y)
\]

with

\[
F(y) = (y - KGy)^T (y - KGy) + \lambda y^T GKY
\]

(7)
as resulting optimization task for the case of the square loss.

B. Multi-Class Classification Scenarios

We are now ready to address the multi-class learning
settings that are the basis of the optimization schemes derived
in this work. Like above, we start by outlining the supervised
models followed by their unsupervised extensions.

1) Supervised Multi-Class Extension: In the literature, sev-
elar ways to extend the concept of support vector machines
and their variants to multi-class settings have been proposed.
As reported by Rifkin and Klautau [14] the so-called one-
versus-all multi-class classification settings depicts a valuable
candidate for such learning scenarios, and we follow this line
of research for the unsupervised case.

In such multi-class supervised settings, we are given a
training set \( T = \{ (x_1, c_1), \ldots, (x_n, c_n) \} \subset X \times C \) with
\( C = \{1, \ldots, |C|\} \) as set of all possible class labels. In
a nutshell, one aims at deriving models \( f_1, \ldots, f_{|C|} \) such that
a new pattern \( x \in X \) is assigned to the class whose associated
model is the most confident. A variety of different objectives
(and loss functions) have been proposed in the literature [14].
In the following, we consider extensions of the supervised
models (1) to the multi-class case having the form

\[
\arg\min_{f_1, \ldots, f_{|C|} \in H_k} \left\{ \sum_{h=1}^{|C|} \left( \sum_{i=1}^{n} L(c_i, f_h(x_i)) + \lambda ||f_h||_{H_k}^2 \right) \right\},
\]

where the loss function \( L \) can be defined via a binary encoding
of the class memberships: Let \( c \in C^n \) be the vector containing
the class labels of the training examples. Further, let

\[
p_h(c) = \begin{pmatrix} -1 \\
\vdots \\
-1 \end{pmatrix} + 2 \sum_{j=1}^{n} \delta_{c h} e^j \in \{-1,+1\}^n
\]

be a binary vector defined for each class \( h \in C \), where \( \delta \) is
the Kronecker delta (i.e., we have \( \delta_{c h} = 1 \) if \( c = h \) and
\( \delta_{c h} = 0 \) otherwise), and \( e^j \) is the \( j \)-th standard basis vector
of \( \mathbb{R}^n \). Hence, the \( i \)-th component of vector \( p_h(c) \) equals +1 in
case the \( i \)-th training pattern belongs to the class \( h \), and equals
-1 otherwise. Based on these definitions, one can formulate the
loss in the multi-class setting for the square loss as

\[
\arg\min_{f_1, \ldots, f_{|C|} \in H_k} \left\{ \sum_{h=1}^{|C|} \left( \sum_{i=1}^{n} (p_h(c)_i - f_h(x_i))^2 + \lambda ||f_h||_{H_k}^2 \right) \right\}.
\]

Hence, the goal of the learning process is the search of binary-valued
prediction functions \( f_1, \ldots, f_{|C|} \) that minimize the above risk. It can therefore be seen as training \( |C| \) binary models independently. As pointed out above, such frameworks
have been shown to work as well as other sophisticated multi-
class schemes for such supervised settings, see Rifkin and
Klautau [14].

2) Unsupervised Least-Squares Extension: Exactly as for
the binary case, one can extend the multi-class framework
depicted above to unsupervised settings by considering the class membership vector \( c \in C^n \) as additional optimization
variable. For the square loss, this leads to the following
optimization task:

\[
\arg\min_{f_1, \ldots, f_{|C|} \in H_k} \left\{ \sum_{h=1}^{|C|} \left( \sum_{i=1}^{n} (p_h(c)_i - f_h(x_i))^2 + \lambda ||f_h||_{H_k}^2 \right) \right\}.
\]

Hence, one is again given a mixed-integer programming
problem; the key problem is to find an appropriate assignment
for the integer variable \( c \) such that the induced \( |C| \) supervised
binary classification tasks yield the overall best results. Note
that, while the objectives seem to be independent from each
other, they interact via the vector \( c \), since changing the class
membership of a single training instance leads to the modifi-
cation of two of the induced classification models \( f_1, \ldots, f_{|C|} \).

The optimization problem for the unsupervised extension of the
one-vs-all multi-class framework can be re-written in the
form

\[
\arg\min_{c \in C^n} Q(c)
\]

with

\[
Q(c) = \sum_{h=1}^{|C|} F(p_h(c)),
\]

(10)
where $F$ is defined via (7). Hence, the unsupervised multi-class extension can be considered as task of finding an appropriate local minimum for the objective function $Q(c)$. Note that additional constraints can (and should) be used to enforce appropriate ratios of the cluster sizes. In the next section, we propose an efficient algorithm for finding accurate clustering solutions that aim at minimizing the above objective subject to such cluster constraints, along with computational shortcuts for assessing the quality of intermediate candidate solutions.

III. ALGORITHMIC FRAMEWORK

In this section we describe the basic ideas behind the proposed algorithm without getting into the computational details. Due to the discrete nature of the clustering problem, we employ direct optimization methods for searching appropriate labels for the data points. In the literature, this type of methods are often referred to as hill climbing algorithms (see e.g. Russel and Norvig [17]).

There are different variants of hill climbing, such as stochastic and steepest hill climbing. In addition, there are so-called meta-algorithms that are built on top of the hill climbing algorithms, such as climbing with random restarts, etc. Here, we focus mainly on the idea of the steepest descent hill climbing, in which all closest neighbors of the current solution are compared, and the current solution is replaced with the neighbor having the lowest value of the objective function. In our case, the set of closest neighbors consists of label vectors that differ from the current solution only by one entry. In addition, we propose a meta-algorithm we call shaking that uses the idea of steepest descent so that it is less likely to get stuck to local minima with inferior clustering performance than the basic steepest descent search.

For convenience, we use $S(c, j, d)$, where $c \in C^n$, $j \in \{1, \ldots, n\}$, and $d \in C$, to denote the value of the objective function $Q$ defined in (10) for a cluster label vector, whose entries are equal to those of $c$ except that the label of the $j$th data point has been switched from $c_j$ to $d$. This allows us to denote the search directions in the space of cluster label vectors so that each direction corresponds to switching the cluster label of a single data point. Armed with the above notation, and a vector of initial cluster assignments $c \in C^n$ for $n$ data points, we next consider the search algorithms for solving the clustering problems.

A. Basic Descent Strategies

One of the most straightforward approaches is the so-called stochastic hill climbing, in which the algorithm simply goes through the data points one at a time and switches its current class label to another one if it decreases the objective value, and stops when a local optimum is found. This type of algorithms were proposed for binary clustering by Gieseke et al. [11]. In our experiments, we use a similar algorithm modified for multi-class clustering as a baseline method. The modification can take advantage of the computational shortcuts presented in Appendix, and it is therefore computationally as efficient as the other methods proposed in this paper.

Another framework is the basic steepest descent search (see Algorithm 2) for the multi-class clustering problem. The idea is that during each iteration the algorithm finds a pair $(j, d)$, where $j$ is the index of the data point, for which switching the cluster label would decrease the value of the objective function the most and $d$ is the corresponding new cluster label. The algorithm stops when a local minimum is found, that is, switching the cluster assignment of a single data point will not decrease the objective value.

B. Avoiding Local Minima via Shaking

Both the stochastic and steepest descent methods can easily get stuck in local minima corresponding to inferior clusterings of the data; the existence and severity of this problem is confirmed in our experiments. For this reason, we propose to improve the steepest descent algorithm with a simple, but surprisingly effective trick (see Algorithm 3).

1) General Idea: Instead of traversing the search space exactly towards the steepest descent direction, the algorithm iterates through the clusters and each cluster at a time claims a number of points from the other clusters. The point that the cluster $d$ claims next is determined by the steepest descent direction. That is, the point for which switching the cluster label to $d$ would decrease the objective value the most (or increase the least), is assigned to the cluster $d$. 

\begin{algorithm}
\caption{STOCHASTIC DESCENT}
1: Initialize $c \in C^n$ randomly
2: \textbf{loop}
3: \hspace{1em} $b \leftarrow$ True
4: \hspace{1em} for $j = 1, \ldots, n$ do
5: \hspace{2em} $d \leftarrow \arg\min_{d \in C} S(c, j, d)$
6: \hspace{2em} \textbf{if} $c_j \neq d$ \textbf{then}
7: \hspace{3em} $c_j \leftarrow d$
8: \hspace{3em} $b \leftarrow$ False
9: \hspace{2em} \textbf{end if}
10: \hspace{1em} \textbf{end for}
11: \hspace{1em} \textbf{if} $b$ \textbf{then} \hspace{1em} \textbf{break} \hspace{1em} \triangleright$ Stop if local optimum found
12: \hspace{1em} \textbf{end if}
13: \textbf{end loop}
\end{algorithm}

\begin{algorithm}
\caption{STEPEST DESCENT}
1: Initialize $c \in C^n$ randomly
2: \textbf{loop}
3: \hspace{1em} $j, d \leftarrow \arg\min_{j \in \{1, \ldots, n\}, d \in C} S(c, j, d)$
4: \hspace{1em} \textbf{if} $c_j = d$ \textbf{then}
5: \hspace{2em} \textbf{break}
6: \hspace{1em} \textbf{else}
7: \hspace{2em} $c_j \leftarrow d$
8: \hspace{1em} \textbf{end if}
9: \textbf{end loop}
\end{algorithm}
Algorithm 3 Steepest Descent with Shaking

1: Initialize $c \in \mathbb{C}^n$ randomly
2: for $i = 0, \ldots, s$ do
3:     for $d \in \mathbb{C}$ do
4:         $\alpha \leftarrow \frac{n}{n|C|} + \frac{n}{|C|} - |\{h \mid c_h = d\}|$
5:     for $j = 1, \ldots, \alpha$ do
6:         $j \leftarrow \arg\min_{j \in \{1, \ldots, n\}, d \neq c_j} S(c, j, d)$
7:         $c_j \leftarrow d$
8:     end for
9: end for
10: end for

2) Exchanging Class Labels: The number

$$\alpha = \frac{n}{2|C|} + \frac{n}{|C|} - |\{h \mid c_h = d\}|$$

(11)

of points claimed by the clusters firstly depends on the round of the outer loop. During the first iterations, all clusters claim a large number of points, but the number decreases exponentially with respect to the iteration index of the loop. This dependence is encoded in the first term of (11) via the exponential factor in the nominator. To prevent the smaller clusters from disappearing completely, the number of points claimed by a cluster also depends on the number of points already assigned to the cluster in question, that is, the small clusters claim more points than the large ones. This behavior is ensured by the sum of the second and third terms of (11), which is positive for smaller than average size clusters and negative for the larger ones. Note that this definition of $\alpha$ is just an ad hoc heuristic and better ones may be designed, for example, if we have a prior knowledge about the cluster sizes. Nevertheless, as we show in the experiments, even this simple approach performs considerably better than the stochastic hill climbing and the basic steepest descent, since it avoids many of the inferior local minima into which the basic approaches get stuck.

3) Shaking Meta-Heuristic: Intuitively, the idea of this approach can be considered as “shaking” the solution so that the local minima can be avoided. In the beginning, the solution is shaken profusely, but the intensity quickly decreases with the rounds of the outer loop. Because of the exponential decrease, the number $s$ of shakings can be set to a small constant. In our experiments, we always use the value $s = 20$.

The behavior of the proposed method is demonstrated in Figure 1 with a toy example consisting of three Gaussian clusters. First, the patterns are labeled randomly. Then, each cluster claims points from other clusters at a time and the number of points claimed decreases during each iteration.

C. Efficient Optimization via Matrix-Based Updates

As observed above, all considered search algorithms can be formulated in terms of the operation $S(c, j, d)$ that computes the objective value for a certain neighbor of the label vector $c$. In particular, we note that the shaking heuristic requires roughly $O(s|C|n^2)$ calls of $S(c, j, d)$.

A naive approach for computing it would require retraining the classifiers from scratch each time the operation is used, which would clearly be computationally infeasible except for very small data sets. For example, the computational complexity of training support vector machine classifiers with non-linear kernels is $O(n^3)$ in the worst case, and hence the overall complexity of running the shaking heuristic together with those would be of order $O(s|C|n^5)$.

The next theorem characterizes one of the main contributions of this paper. This offers massive runtime savings compared to the naive implementation mentioned above.

**Theorem 1.** The computational complexity of Algorithm 3 is $O((s|C| + r)n^2)$.

**Proof sketch:** For the sake of exposition, we defer the lengthy proof to the Appendix. The general idea is that given a certain amount of time spent in the preprocessing phase, one can test each possible flip of a coordinate in $O(1)$ time, which is far less compared to a naive implementation that would take $O(n^2)$ time per flip. Algorithm 3 performs $O(s|C|n^2)$ calls for the function $S(c, j, d)$, each with $O(1)$ cost, and the initialization of the caches requires $O(n^2r)$ time.

As we show in the experimental evaluation, both the shaking framework as well as the computational shortcuts are important algorithmic ingredients to address the challenging combinatorial task induced by the unsupervised multi-class extension of the maximum margin principle considered in this work.

IV. Experiments

In the experiments we evaluate the accuracy of the proposed unsupervised multi-class regularized least-squares algorithm (UMC-RLS) on several real-world and synthetic data sets with several baseline methods.

A. Methods

As baselines we employ the cutting plane multi-class MMC method (CPMMC) [12], K-means clustering initialized with k-means++ [18], Gaussian mixture models fitted using expectation maximization with full covariance structure (GMM) [19], and spectral clustering using 10-nearest neighbors graph as similarity graph (SC) [20]. Additionally, to demonstrate the importance of the shaking heuristic, we also provide results for simpler variants of the proposed method, where the combinatorial search over the cluster assignments is based either on pure stochastic search (Stoc-RLS) or on the direction of steepest descent without the shaking heuristic (Steep-RLS). As discussed above, the stochastic variant extends the binary MMC method of [11] to the multi-class setting.

UMC-RLS, Steep-RLS, Stoc-RLS, and CPMMC are implemented using the Python Numpy and Scipy libraries. Further, CPMMC implementation uses the CVXOPT optimization library for solving the quadratic programs arising during training the method. The method was originally formulated only for the linear case, but as suggested by [12], the method can be straightforwardly kernelized by running it on a feature
representation generated by eigen decomposing the kernel matrix (see, e.g., [21] for a detailed discussion). The implementation, which is based on the primal formulation of the optimization problem, does not scale to large problem sizes, in effect restricting our comparison to problems with few hundred training examples, and few clusters at most. Zhao et al. [12] note that one can derive a dual version of the method with much better scalability, but neither technical details nor a corresponding implementation are provided. The K-means, GMM and SC implementations are from the scikit-learn machine learning library.

B. Data Sets
We perform experiments on eight tasks that represent a wide variety of application domains (see Table I). Iris, Letter and USPS are standard benchmarks from the UCI repository. From Letter, we choose the first 4 classes in the data. We split the USPS to two tasks, USPS 1-4 and USPS 5-8, which both contain 4 classes from the original data. We use the full COIL image recognition data set [22], as well as two subsets, COIL 1-4 and COIL 5-8. Moons is a well-known artificial benchmark data set with non-linear structure. Letter and USPS data sets are sub-sampled so that they have at most 500 examples, in order to allow for running the experiments for CPMMC. For the full COIL data set we do not present results for CPMMC, as the implementation does not scale to the considered number of patterns, and clusters.

C. Clustering Performance
We estimate the clustering performance of the compared methods using the Adjusted Rand Index (ARI) [23]. After parameter selection, each method is run 10 times, with mean
ARI of the repetitions being used to represent the final performance. All kernel methods employ a Gaussian kernel in our experiments.

Similarly to the setups of [12], [24], we choose the regularization parameter $\lambda$ and kernel width $\sigma$, using grid search. In preliminary experiments we noticed that the methods tended to favor small regularization parameter values, therefore $\lambda$ is chosen from grid $\{2^{-10}, 2^{-9}, \ldots, 2^{-1}\}$. Kernel width $\sigma$ is chosen from the grid $\{0.1\sigma_0, 0.2\sigma_0, \ldots, \sigma_0\}$, where $\sigma_0$ is the maximum distance between two data points in the data set. For each tested parameter, the performance is computed as the mean over 10 repetitions of clustering with different random initializations. Following [12], [24], we set the error tolerance parameters $\alpha$ and $\epsilon$ for CPMMC both to 0.01. The parameter $l$ of CPMMC was set to 10, based on preliminary experiments.

Table I presents the mean ARI with standard deviations for the considered methods and data, with the results for best performing methods highlighted in each row. On seven of the eight considered data sets UMC-RLS either outperforms all the other methods, or shares the place of best performing method with one other baseline method. On the USPS 5-8 data UMC-RLS is the second best performing method. SC and GMM are the most competitive baselines. SC outperforms the other methods on USPS 5-8 data, and is the only baseline method also able to solve the Moons problem. GMM performs as well as UMC-RLS on Iris, and almost as well on Letter. K-means and CPMMC are not competitive with UMC-RLS, but can still on some of the data sets outperform either SC or GMM. The mean clustering performances of Stoc-RLS and Steep-RLS are very poor. On most runs CPMMC, Stoc-RLS and Steep-RLS seem to get stuck in bad local minima. Thus, the shaking heuristic implemented by UMC-RLS proves to be crucial in order achieving stable and good performance.

Next, we compare the methods based on the maximum ARI achieved out of the final ten runs. The experiment allows us to estimate whether the performance of some of the considered methods could be significantly improved by using random restarts based meta-heuristics. The results are presented in Table II. In this setting, CPMMC becomes competitive with the SC and GMM methods, even outperforming all the methods on USPS1 data sets. Stoc-RLS and Steep-RLS results are also greatly improved compared to mean results. Still, even if we compare the maximum ARI out of 10 repetitions for the other methods (Table II) to the mean ARI out of 10 repetitions for UMC-RLS (Table I) UMC-RLS still appears to be the overall best performing method.

To conclude, the experimental results suggest that the proposed UMC-RLS method often achieves high clustering performance on real-world problems, and seems to represent currently the state-of-the-art among multi-class MMC type of methods. Further, the results highlight the importance of the shaking heuristic, as otherwise the combinatorial search will typically not lead to a good clustering solution.

D. Runtime

Finally, we explore also experimentally the scalability of the proposed method. In Figure 2 we have plotted the number of steepest descent steps executed while running UMC-RLS for varying sized random subsets of the COIL dataset with 20 clusters. From the plot it can be seen that the number of steps required grows linearly in the size of the data set, as can be expected from the complexity considerations. Thus the experiment further verifies that the steepest descent search can be executed efficiently for the proposed method. The computational bottleneck remains the computation of the eigen decomposition of the kernel matrix needed during initialization. Here, kernel matrix approximation techniques could be of great benefit, in case one needs to scale the method to very large data sets.

V. CONCLUSION

In this work we proposed a multi-class extension of the binary maximum margin principle. Our framework is based on the least-squares variant of the original problem formulation, which has been experimentally proven to be a valuable candidate for such clustering settings, see, e.g., Zhang et al. [10] or Gieseke et al. [11]. So far, only little work has been done related to the interesting extension of these schemes to the multi-class case though. This is the focus of the work at hand dealing with the unsupervised extension of the corresponding one-vs-all multi-class setting.

The key contributions provided in this work are (1) a carefully designed steepest descent strategy, and (2) its extremely efficient implementation. The former contribution is based on a new shaking strategy that effectively avoids getting trapped in local optima during early stages of the optimization process. The latter contribution is based on a series of non-trivial matrix-based update steps that take care of the interme-

<table>
<thead>
<tr>
<th>dataset</th>
<th>size</th>
<th>classes</th>
<th>SC</th>
<th>GMM</th>
<th>K-means</th>
<th>CPMMC</th>
<th>Stoc-RLS</th>
<th>Steep-RLS</th>
<th>UMC-RLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coil</td>
<td>1440</td>
<td>20</td>
<td>0.74 ± 0.01</td>
<td>0.55 ± 0.01</td>
<td>0.58 ± 0.02</td>
<td>-</td>
<td>0.31 ± 0.10</td>
<td>0.43 ± 0.07</td>
<td>0.84 ± 0.06</td>
</tr>
<tr>
<td>Coil 1-4</td>
<td>288</td>
<td>4</td>
<td>0.70 ± 0.00</td>
<td>0.50 ± 0.00</td>
<td>0.49 ± 0.00</td>
<td>0.47 ± 0.08</td>
<td>0.29 ± 0.11</td>
<td>0.29 ± 0.09</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td>Coil 5-8</td>
<td>288</td>
<td>4</td>
<td>0.74 ± 0.06</td>
<td>0.61 ± 0.03</td>
<td>0.60 ± 0.04</td>
<td>0.62 ± 0.05</td>
<td>0.35 ± 0.06</td>
<td>0.37 ± 0.10</td>
<td>0.97 ± 0.09</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>3</td>
<td>0.43 ± 0.00</td>
<td>0.96 ± 0.00</td>
<td>0.70 ± 0.09</td>
<td>0.69 ± 0.08</td>
<td>0.45 ± 0.25</td>
<td>0.56 ± 0.13</td>
<td>0.96 ± 0.00</td>
</tr>
<tr>
<td>Letter</td>
<td>500</td>
<td>4</td>
<td>0.38 ± 0.00</td>
<td>0.45 ± 0.00</td>
<td>0.43 ± 0.00</td>
<td>0.39 ± 0.10</td>
<td>0.19 ± 0.12</td>
<td>0.20 ± 0.12</td>
<td>0.46 ± 0.09</td>
</tr>
<tr>
<td>Moons</td>
<td>500</td>
<td>2</td>
<td>0.99 ± 0.00</td>
<td>0.78 ± 0.00</td>
<td>0.65 ± 0.00</td>
<td>0.69 ± 0.45</td>
<td>0.21 ± 0.35</td>
<td>0.07 ± 0.05</td>
<td>1.00 ± 0.00</td>
</tr>
<tr>
<td>USPS 1-4</td>
<td>500</td>
<td>4</td>
<td>0.66 ± 0.00</td>
<td>0.48 ± 0.00</td>
<td>0.61 ± 0.01</td>
<td>0.59 ± 0.19</td>
<td>0.38 ± 0.12</td>
<td>0.38 ± 0.08</td>
<td>0.85 ± 0.02</td>
</tr>
<tr>
<td>USPS 5-8</td>
<td>500</td>
<td>4</td>
<td>0.93 ± 0.00</td>
<td>0.64 ± 0.00</td>
<td>0.67 ± 0.00</td>
<td>0.57 ± 0.11</td>
<td>0.26 ± 0.12</td>
<td>0.34 ± 0.14</td>
<td>0.91 ± 0.02</td>
</tr>
</tbody>
</table>

TABLE I

Comparison of the clustering methods. Mean ARI and the one standard deviation based on ten repetitions are provided.
A. Initialization of Cache Memories

First, we reformulate the objective function of the regularized least-squares framework. Let $K = VAV^T$ be the eigen decomposition of the kernel matrix, let $\tilde{\Lambda} = (\Lambda + \lambda I)^{-1}$, and let $F(y)$ be defined as in (7). We can prove the following:

**Lemma 1.**

$$F(y) = 1 - y^T V \tilde{\Lambda} \tilde{\Lambda} V^T y$$

**Proof:** Using standard linear algebra techniques, we obtain the following decomposition

$$F(y) = (y - Kg)^T (y - Kg) + \lambda y^T G K G y$$

$$= y^T (I - KG - GK + G K K G + \lambda G K G) y$$

$$= y^T V (I - 2I + 2\tilde{\Lambda}^2 + \lambda \tilde{\Lambda}^2) V^T y$$

$$= y^T V (I + (2I + \tilde{\Lambda} + \lambda \tilde{\Lambda}^2) V^T y$$

$$= y^T V (I + (2I + \tilde{\Lambda} + \lambda \tilde{\Lambda} + \lambda I) \tilde{\Lambda}^2) V^T y$$

$$= y^T V (I + (2I + I) \tilde{\Lambda} \tilde{\Lambda} ) V^T y$$

$$= y^T V (I + \tilde{\Lambda} ) V^T y$$

$$= 1 - y^T V \tilde{\Lambda} \tilde{\Lambda} V^T y.$$

Given the kernel matrix containing all pairwise kernel evaluations between the training data points, the computation of the compact decomposition, in which only the eigen vectors corresponding to the nonzero eigenvalues are computed, requires $O(r^2 n)$ time, where $r$ is the rank of the kernel matrix. It is worth pointing out that the eigen decomposition of the kernel matrix is often used to turn the kernel-based clustering setting into a linear one (as is done in the multi-class MMC experiments by, e.g., Zhao et al. [12]); it therefore forms a common computational bottleneck for the kernel based competitors considered in our experimental evaluation.

**Assumption 1.** Assume that we are given the compact eigen decomposition of the kernel matrix $K = VAV^T$, where $V \in \mathbb{R}^{n \times r}$, $\Lambda \in \mathbb{R}^{r \times r}$, and $r$ is the rank of the kernel matrix, as well as an initial vector of class labels $c \in C^n$. In the initialization

$^2$In the compact decomposition, the matrix $V \in \mathbb{R}^{n \times r}$ contains the $r$ eigenvectors and $\Lambda \in \mathbb{R}^{r \times r}$ is a diagonal matrix containing the $r$ nonzero eigenvalues.
phase, we prepare the following cache memories which are updated whenever the vector of class labels is changed:

- The \( n \times n \)-matrix
  \[
  R = V A \tilde{A} V^T,
  \]
- the vectors \( R_{p_c}(c), \forall c \in \mathcal{C} \),
- as well as the values \( Q(c) \) and \( F(p_h(c)), \forall h \in \mathcal{C} \).

The computational complexity of the initialization phase is dominated by the computation of \( R \), which can be done in \( O(rn^2) \) time given the compact decomposition of the kernel matrix of rank \( r \).

B. Computation of the Steepest Descent Directions

The next lemma concerns the efficient computation of \( S(c,j,d) \), given that certain intermediate results have already been computed and cached. Its proof also encompasses implementation details of the search algorithms that take advantage of the computational short-cuts.

**Lemma 2.** Assume that we have cache memories given in Assumption 1 available. Then, the value of \( S(c,j,d) \) can be computed in a constant time.

**Proof:** Let \( y \in \{-1, 1\}^n \) and let us denote \( \hat{y} = y - 2y_j e^j \), that is, \( y \) and \( \hat{y} \) are two \( \pm 1 \)-valued vectors differing from each other only by the \( j \)th entry. Moreover, we denote \( t = Ry \) and \( \{j\} = \{1, \ldots, n\} \setminus \{j\} \). Then, continuing from (12), if we already know \( F(y), R, \) and \( t \), the value of \( F \) for \( \hat{y} \) can be computed from

\[
F(\hat{y}) = 1 - \hat{y}^T R \hat{y} = 1 - y_j R_{j,j} \hat{y}_j - 2 \hat{y}_j R_{j,j}^T y_{\{j\}} - y_{\{j\}}^T R_{\{j\},\{j\}} y_{\{j\}} = 1 - y_j R_{j,j} \hat{y}_j - 2 \hat{y}_j R_{j,j} y_{\{j\}} - y_{\{j\}}^T R_{\{j\},\{j\}} y_{\{j\}} = 1 - y^T R y - 2(\hat{y}_j - y_j) R_{j,j} y_{\{j\}} = F(y) - 2(\hat{y}_j - y_j) (t_j - R_{j,j} y_j) = F(y) + 4y_j(t_j - R_{j,j} y_j) = F(y) + 4y_j t_j - 4R_{j,j}.
\]

Moreover, we observe that we can define a simple formula for calculating the difference in the objective values if a single entry of the \( \pm 1 \)-valued vector is flipped as follows:

\[
D(y, j) = F(\hat{y}) - F(y) = 4y_j t_j - 4R_{j,j}.
\]

Putting together (8), (10), and (13), \( S(c,j,d) \) can be formally written as

\[
S(c,j,d) = Q(c) + D(p_c(c), j) + D(p_d(c), j).
\]

The formula contains the objective value adjustments of both the old cluster \( c_j \), and the new one \( d \) of the aggregate objective function (10) that allows the cluster assignments of a single data point to have only one positive entry. Thus, given the assumptions about cached intermediate results, we can calculate the objective value change caused by switching a single entry of the cluster label vector \( c \) in \( O(1) \) time.

C. Updates of the Caches

After the steepest descent direction is found, and the cluster label of the corresponding patterns is switched, part of the cache memories given in Assumption 1 have to be updated accordingly in order to maintain the ability to perform fast searches. As shown in the following lemma, the update operation does now slow down the computation of the steepest descent directions.

**Lemma 3.** The cache memories given in Assumption 1 can be updated in \( O(n) \) time after the cluster label of a single pattern is switched.

**Proof:** Given that \( R_{p_c}(c) \) is stored in memory, the vector \( R(p_c(c) - 2e^j) \) can be obtained from

\[
R(p_c(c) - 2e^j) = R_{p_c}(c) - 2(R_y)^T
\]

in \( O(n) \) time. The vector \( R(p_d(c) + 2e^j) \) can be computed analogously. The values \( Q(c), F(p_{c}(c)), \) and \( F(p_{d}(c)) \) are obtained in a constant time as implied by the proof of Theorem 2. The matrix \( R \) does not depend on \( c \) and, thus, does not have to be updated.

D. Runtime Proof

Putting everything together, we arrive to the proof of Theorem 1.

**Proof of Theorem 1:** As shown in Lemma 2, the evaluation of \( S(c,j,d) \) can be performed in constant time by taking advantage of the cache memories defined in Assumption 1. Since there are \( |\mathcal{C}| \) clusters and \( n \) data points, finding the steepest descent direction requires \( O(|\mathcal{C}|n) \) time. Lemma 3 in turn shows that the cache memories can be updated according to the steepest descent direction in \( O(n) \), but this is dominated by the time required for finding the next steepest descent direction. Altogether, Algorithm 3 performs \( O(|\mathcal{C}|n^2) \) calls for the function \( S(c,j,d) \), each with a constant time complexity, and the initialization of the caches requires \( O(n^2r) \) time. The proof follows.
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